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Abstract: Diabetic retinopathy (DR) is considered to be the most common microvascular 

complication with diabetes mellitus and continues to be the main disease that causes vision 

impairment and blindness all over the world. Early-stage outcomes are, however, difficult to 

identify; they require highly qualified clinical retinal fundus photos interpretation to detect DR at 

an opportune stage in order to avert visual disability that would most probably be irreversible. The 

aim of this prospective study was to consider a deep learning-based diagnostic model, which is 

based on the modified convolutional neural network (CNN) trained and tested on a proprietary 

dataset and estimated in Al-Noor Institute in Al-Nasiriya in the Ophthalmology department. The 

goal of the model was to evaluate the quality of input fundus images, and group them in such 

categories as DR-positive, and DR-negative. Clinical ophthalmologists were used to check the 

production of the model and certify the results of model accuracy. The study used 398 patients 

(232 males and 166 femals) screened over a five weeks period. Compared to the expert-labeled 

ground truth, the proposed model had an accuracy of 93.72%, sensitivity of 97.30%, and a 

specificity of 92.90% initialization. This evidence underlines the feasibility of deep learning 

applications in helping to detect diabetic retinopathy early and especially in low-resource 

environments. 
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1.  Introduction 

Diabetic retinopathy (DR) has been identified as the most common microvascular 

complication attributed to diabetes mellitus and one of the major causes of blindness and 

sight deficiency in different parts of the world. Epidemiologic estimates indicate that 

more than 200 million will be afflicted by this condition by the year 2040 [1]. The 

destruction of the small blood vessels within the retina, or light-sensitive tissue at the 

back of the eye, is the main work of DR and causes gradual loss of vision. 

Studies have shown DR to fall in two clinical categories of: Non-Proliferative Diabetic 

Retinopathy (NPDR) and Proliferative Diabetic Retinopathy (PDR). The initial phases of 

the condition (NIH NPDR), retinal microvasculature is destroyed as a result of swelling 

and rupture of the capillaries. This condition commonly leads to macular edema, where 

the central part of the retina (macula) is swollen and this is one of the reasons of mild to 

moderate visual loss. By contrast, PDR manifests the advanced form of the disease, 

during which unusual neovascularization takes place on the retinal surface. These weak 

new vessels tend to burst, resulting in hemorrhage to the vitreous, fibrosis and in the end 

serious loss of vision. Some risk factors are related to the emergence and development of 

DR among which it is possible to distinguish type 1 and type 2 diabetes, hypertension, 

hyperlipidemia, pregnancy, the ethnicity, and positive family history.  
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Clinical progression of DR, though not specific has been known to include blurred vision, floaters, dark or blank spots 

in the sight and reduction in night vision [2]. 

An illustrative overview of DR types and associated clinical symptoms is presented in Figure 1. 

 

  

Figure 1: Diabetic Retinopathy [1]. 

Diabetes retinopathy (DR) presently constitutes the main cause of visual impairment among adults of working age in 

Iraq. The occurrence of this is directly linked with the length of diabetes mellitus and unless addressed early enough; it 

may develop to become permanent blindness. The percentage of people affected by DR grew by an estimated 89 percent 

between 2000 and 2025 to 7.69 million people as per the Centers of Disease Control and Prevention (CDC) data. This 

amount is expected to increase two-fold in the world by the year 2050 [3]. 

The National Diabetes Survey reported in Iraq [4] showed a dramatic rise in the cases of diabetes with an approximate 

figure of 27.4 million being affected now when compared to the cases albeit small in 1998. The prompt identification of 

DR has high chances of getting appropriate treatment and preventing vision impairment [5]. But many patients have no 

symptoms in the early periods of their disease, and they do not notice visual loss until after they have sustained 

considerable damage to their retina in the later stages of the condition [6]. 

Fundus photography is the most commonly used non-invasive imaging method to detect the presence of DR because 

they are of high quality, cheap, and easy to store and transmit digitally. Although manual interpretation by 

ophthalmologists is effective, it is time consuming, subject to inter-observer and is prone to diagnostic errors. 

Consequently, the demand in automated diagnostic systems is growing using the benefits of the image processing and 

machine learning techniques to enhance the accuracy and efficiency of the DR screening [7]. 

Machine learning has shown significant potential in helping accomplish quick and solid DR diagnosis. As an example, 

Sambyal et al. [8] came up with one hybrid machine learning method, which exploited the features of two classifiers, 

Optimum Path Forest (OPF) and Restricted Boltzmann Machine (RBM). They assessed their model with respect to 

common performance measures of accuracy, sensitivity, or specificity. The greatest accuracy of diagnostics was obtained 

using the RBM-1000 configuration, which amounted to 89.47%. 

Over the past years, deep learning, specifically, convolutional neural networks (CNNs) has emerged as the dominant 

tool in the classification process of complex medical images, such as retinal scans. The Khan et al. presented deep-

learning model to assign ocular images to one of the categories DR-positive or DR-negative by means of combining the 

Xception classifier with dense neural network. The empirical results indicated that the training accuracy was 96.68 and 

the validation accuracy was 90.82, which is evidence to the effectiveness of deep-learning methods as far as the 

identification of retinal ailment is concerned. 

The current examination is an update of the recent research on the deep learning of objects detection through a new 

architecture of the convolutional neural network (CNN). The literature review, included in the Sect. 2, sets the research 
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context that includes a survey of existing methods of image-based object detection and the discussion of technical 

limitations. Sect. 3 subsequently explains that proposed CNN model making use of multiscale feature fusion and also 

integrates low-level and high-level features through an attention mechanism. Sect. 4 provides the experimental design, 

presents the results obtained, and makes an in-depth analysis of performance. Sect. 5 offers an outline of the results 

showing the higher level of detection accuracy when using multiscale fusion and attention-based feature fusion. Lastly, 

there are the open questions, as well as future directions, listed in Sect. 6. 

2. Related Work 

The introduction of modern advances in deep learning has significantly increased possibilities of automated 

probabilistic diagnostic systems in medical imaging. According to Ali et al. (2021) [10], deep learning models have the 

potential to improve diagnostic means and efficiency, to a large extent, with the manifestation of Incremental Modular 

Networks (IMNets). In their design, a possible growth of IMNets begins with some modular elements implemented to 

meet the needs of particular features or patterns, making them especially worthy of complicated medical applications. 

The authors of the investigations, however, draw particular attention to the fact that these systems must be used as 

supplemental tools of trained medical workers but not as alternatives. 

In [11], a hybrid deep learning solution has been suggested to identify diabetic retinopathy. They combined 

convolutional neural networks (CNN) with already trained modules, including VGG16 and VGG19 to learn and predict 

the features of the retina. The model has levels of DR severity: no DR, mild, moderate, severe and proliferative DR. 

Testing on both sets of APTOS-2019 and Messidor-2 and a local DR dataset showed good results with accuracies of 

90.60%, an F1-score of 94% and a recall of 85%. 

To handle the complexity that exists in the detection of DR in retinal images, there is an attempt by Gunasekaran et al. 

[12] of proposing a deep recurrent neural network (RNN) structure. The architecture of RNN-based model was made to 

capture temporal and spatial aggregations in image data, leading to the precision of the model in diabetic retinopathy 

prediction at 95.5%. 

Khan et al. [13] tested various deep neural network structures- VGGNet, ResNet, InceptionV3 and also carried out 

transfer learning operations. Before fitting the model, a Gaussian filter was used to reduce noise and enhance original 

images. These models were then trained and tested on data that involved five diabetic retinopathy (DR) categories. 

InceptionV3, however, in all studied models, showed the best results: training accuracy equal to 81.2% and testing 

accuracy equal to 79.4%. 

Fang et al. [14] also proposed a Directed Acyclic Graph (DAG) network model of classification of DR with a multi-

feature fusioning. Retinal hemorrhagic plaques, varices and neovascularization were extracted as three important 

indicators by special algorithms that were implemented in the system. The DAG network combined and analyzed such 

features and made it possible to perform effective classification. The validation of the model was performed on the real-

time clinical set and publicly available DIARETDB1 set. 

In a different submission, Elloumi et al. [15] proposed a lightweight diagnosis framework to study the DR images 

acquired through smartphone devices, which usually have low image quality. The feature extraction used by the authors 

was the NasNetMobile architecture, and it was performed on an 440 fundus image dataset involving cross-validation. 

This model demonstrated excellent performance: 95.91 % of accuracy, 95.71 % of precision, 94.44 % of sensitivity and 

96.92 % of specificity. 

Kanakaprabha et al. [16] performed a comparison among some deep learning cutting edge architectures some of them 

did CNN, VGG16, VGG19, InceptionV2, ResNet50, MobileNetV2, and DenseNet architects with the purpose of 

detecting and diagnosing diabetic retinopathy. Their paper helped in giving an important insight into the trade-offs of 

different models on their performance regarding accuracy, computational performance and stability of various datasets. 

Convolutional Neural Networks (CNNs) have proven to be very resourceful in classification of medical images and 

especially Diabetic Retinopathy (DR). Sridhar [17] has suggested a CNN-based DR detection system that was trained 

with a publicly available Kaggle dataset. The model was successful in extracting the relevant features of the retinal 

fundus images and classified them to be whether DR or not with high rates of detection accuracy showing better results 

than the traditional methods. 
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Das et al. [18] proposed a DR classification model that was founded on narrative features retrieved on segmented 

fundus images. To remove false segmentations in images, such preprocessing operations as morphological operations and 

adaptive histogram equalization were used. This type of classifier based on CNN, which is tested through DIARETDB1 

dataset, demonstrated a precision of 97.2% and an accuracy of 98.7, which makes the classification much better than the 

traditional methods. 

Vives-Boix et al. [19] presented some other work in which they have come up with the novel approach that combines 

synaptic meta-plasticity in a CNN structure with the architecture of InceptionV3. Analyzing a DR model on a publicly 

released dataset, it brought the classification accuracy of an 95.56%, F1-score of 94.24%, recall of 90%, and precision of 

98.9%. 

Having identified the limitations of a single-view approach to analyzing images, Luo et al. [20] proposed a multi-view 

CNN design to screen out diabetic retinopathy (DR). The network is based on the modular architecture to apply two 

parallel convolutions pathways where the latter is supplied with an attention module that makes the difference of the 

areas prevalent caused by the lesions in various views of the fundus. Tested against a multi-view DR dataset the model 

achieved the results in terms of classification metrics superior to traditional systems. 

Adriman [21] performed the experiments of comparing the performance of DR detection systems with different deep 

learning models, namely ResNet, DetNet, VGG16 and DenseNet. Compared with the APTOS 2019 Blindness Detection 

dataset, the models got 96.25%, 93.99%, 76.21% and 84.05% performances in classification respect. In order to improve 

the process of feature extraction, local binary patterns (LBP) were used, which stress on the texture features of the retinal 

images. 

Fatima [22] suggested a hybrid neural network model to enhance the visibility of the retinal structures aided by 

entropy-based image enhancement algorithm. This procedure when used on images e.g. MESSIDOR-2, UWF, and 

APTOS showed strong results in fundus image classification. In the same sense, another study [23] also used the same 

optimization algorithm with the entropy but used the Archimedes Optimization Algorithm with Kapur Entropy (AOA-

KE) to optimize the quality of images before classifying them. 

Qureshi [24] introduced an Active Deep Learning CNN (ADL-CNN) architecture for automatic DR detection and 

severity classification. The system segmented regions of interest and identified five severity levels. Trained on the 

EyePACS dataset, ADL-CNN achieved 98.0% accuracy, 95.10% specificity, 92.2% sensitivity, and a 93.0% F1-score. 

Kalyani et al. [25] introduced a Capsule Network-based DR detection model to be enhanced by deep learning. The 

convolutional and capsule layers along with SoftMax classification created an accuracy of 97.98%, 97.65%, 97.65%, and 

98.62% in the presence of healthy retinas and stages 1 through 3 in the MESSIDOR dataset. 

Gayathri et al. [26] in their 2018 research paper suggest an automated diagnosis framework that checks diabetic 

retinopathy (DR) through a Multi-path Convolutional Neural Network (M-CNN) as feature extractor. The obtained 

feature vectors are further used by three machine-learning classifiers, i.e., Random Forest, Support Vector Machine, and 

J48. This framework is tested on two open datasets namely IDRiD and MESSIDOR and the performance is measured 

against various indicators such as accuracy, precision, F1- score and specificity. The findings indicate that the approach 

has strong classification performance in each dataset and measure, which implies the prospect of the M-CNN architecture 

as a tool of automatized DR screening. 

The work by Bodapati et al. [27] presented a classification scheme based on severity where a complex deep neural 

network with the gated-attention mechanism was used. Multi-channel encoding method involved use of pre-trained 

convolutional neural networks (CNNs) whose feature descriptions were then aggregated through spatial pooling 

operation which maintained critical spatial material as well as reducing the dimensions. The proposed system was 

evaluated and compared to that of prior methods by an experiment, done on the APTOS-2019 dataset and established 

significant benefits in terms of lesion region detection and the level of precision in classification. 

Math et al. [28] present an adaptive machine learning model of categorizing DR based on the features extracted by a 

pre-trained CNN at the level of segments at the sensitivity of 96.37%, a specificity of 96.37, and the AUC of 0.963 on the 

Kaggle dataset.   
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The study of Gao [29] develops a DR grading scheme in fundus fluorescein angiography imaging and evaluates the 

effectiveness of the use of VGG16, DenseNet and ResNet50 when processing the Xian and Ningbo datasets. VGG16 is 

the best model among the competing structures, showing the accuracy of 94.17% as well as the AUC of 0.972. 

Kobat et al. [30] used a pre-trained DenseNet design to classify diabetic retinopathy (DR) -negative fundus-images. Its 

classification pipeline was based on the partitioning of the source images into horizontal tiles and vertical tiles and then 

using a type of convolutional network that classified this image set. The model was evaluated using the 10-fold cross-

validated using two different sets of data and an overall accuracy of 84.90 was achieved. 

3. Proposed Methodology 

The high-level architecture of the Diabetic Retinopathy (DR) classification model is illustrated in Fig. 2 and it consists 

of three main stages, namely, training, validation, and testing. During training, a closed dataset of 57,625 retina fundus 

images was collected in Al-Noor Institute of Ophthalmology in Al-Nasiriyah. These images were labeled by skilled 

ophthalmologists and divided into two groups, on the one hand, DR-positive and, on the other hand, DR-negative. The 

data set was then split into training and validation sets whereby 80 percent was assigned training set, and the rest 20 

percent assigned the validation set. 

The training subset was used to estimate the parameters of the model, but the validation subset was also used to track 

and monitor performance across training iterations continuously to address overfitting. The images labeled were then 

given as the input to a CNN based classification model that assigned DR labels. This deep learning structure promoted 

automatic extraction of features and hierarchical learning hence improving the ability of the model to generalise across 

variations of retinal fundus images. 

 

Figure 2: Diabetic Retinopathy detection architecture. 

https://www.ncbi.nlm.nih.gov/core/lw/2.0/html/tileshop_pmc/tileshop_pmc_inline.html?title=Click%20on%20image%20to%20zoom&p=PMC3&id=9914220_diagnostics-13-00393-g002.jpg
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The testing stage was based on the data of the patients taken at the Al-Noor Institute of Ophthalmology. The retinal 

imagery was captured through high-resolution tools and then was included in the experimentation pool. The modular 

structure of the proposed Diabetic Retinopathy detection framework will include several convolutional and pooling 

blocks that will perform the hierarchical features extraction on the one hand and the dimensional reduction in the spatial 

domain on the other. 

In the convolutional layers the operation of feature detection is based on filters with different kernel dimensions used 

to extract the most essential features of the input volume. The aligned output, called a feature map or an activation map, 

codes spatial and textural due to the fact of DR diagnosis. To support the non-linearity of the model, Rectified Linear 

Unit activation function was implemented that allows transforming linear input features to non-linear representation. 

After a convolution operation, in additional layers, pooling operations were performed to shrink the activation maps 

and hence, decreasing the dimensionality of the said maps. Out of the surveyed types of pooling, max pooling, average 

pooling, min pooling, and sum pooling, the given study used some pooling mechanisms to preserve important elements 

of images and restrict spatial resolution as much as possible. One-dimensional vectors of flattened features in these 

reduced feature maps were then fed through what were then learning-managed multiple fully connected layers, and the 

last layer output with binary responses to determine whether an input image was DR-positive or DR-negative. 

The second phase was the collection of real time data of the participants over five weeks of individuals diagnosed with 

Type II diabetes. All acquired images were subjected to assessment module before the first level to assess quality of the 

diagnosis. Images that did not meet the expected standards were discarded and repeated again to achieve a sound 

diagnosis. The images passed through this quality screening were only those that were conceded to be acceptable and 

then submitted to the trained CNN to be classified. 

The eventual results of the automatized system of classification were then focused by clinical ophthalmologists and the 

results were observed to provide expert confirmation of the speculation. Such an iterative review procedure allowed the 

model to be evaluated comprehensively concerning the real-world situation connected with its use in the clinical domain 

and the purpose of comparing its performance directly with that of expertly trained human interpretation. 

4. Results and Discussion 

The given work represents a comprehensive assessment of a deep-learning model, used to automatically classify 

Diabetic Retinopathy (DR). It intends to classify retinal fundus images as DR-positive or DR-negative. The label DR-

positive indicates the presence of the manifestations of DR hence the need to involve clinical intervention and 

therapeutical management. On the other hand, DR-negative diagnosis denotes a lack of DR pathology and thus the lack 

of a prompt medical care. 

This model was trained, validated and tested on a proprietary database of 57625 retinal fundus images accrued by the 

Al-Noor Institute of ophthalmology, and manually annotated with respect to presence or absence of DR-related features 

using expert ophthalmologists. In order to carry out model building processes, the dataset was shared between training 

with 80 % and validation within the training with 20 % in order to control generalization modeling and offset the chances 

of overfitting. 

Table 1 summarises the performance measures that were obtained in the course of the experiment of the research. The 

general predictive performance of the classifier was 96 % (93.597.19% confidence interval), and it was followed by the 

area under the receiver operating characteristic curve (AUC) of 0.99. Its sensitivity was 95 % (93.1 to 96.6 %), and the 

specificity was 97 % (95.5 to 98.5 %). 

In order to ensure robustness, the validation elements (such as the validation set) and an independent, real-time testing 

data set were adopted to measure model performance. The training process was performed through supervised learning 

and accuracy, precision, recall, and F1-score were used as the metrics of quantifying classification effectiveness. The 

depicted images presented in Fig. 3a as an example of DR-positive and DR-negative ones. 
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Figure 3: Diabetic Retinopathy images (a) DR Negative. (b) DR Positive. 

In order to deplete the performance of the suggested Diabetic Retinopathy (DR) classification model to a suitably good 

level of credibility, all typical statistical evaluation measures, being accuracy [31], sensitivity [32], and specificity [33], 

were used. The given indices provide quantitative criteria that can be used to compare the ability of the model to 

recognize patients with or without DR. They are written as equations, and their mathematical representations are as 

shown below (Equations 1 _ 2). 

                                                             (1) 

                                                                         (2)   

                                                                       (3) 

The confusion matrix that is related to the validation stage of the proposed model can be seen in Table 1. For the 

validation of the retinal fundus images, 11,525 images were employed, which were labeled into DR-Negative and DR-

Positive classes with the help of expert experts. Of this, the model recognized the following correctly, namely, 5,210 

pictures as true negatives (TN) or positively identified the DR-Negative cases. But there were 614 instances of false 

positives (FP) where the image was wrongly identified as DR-Positive though it belongs to a DR-Negative category. On 

the other hand, 147 of the images that were in effect DR-Positive were deciphered to be DR-Negative (false negatives, 

FN). The model registered 5,554 true positives (TP) in the DR-Positive cases. 

According to this confusion matrix, the validation accuracy of this model was 93.40%, the sensitivity 97.42%, 

specificity 89.45%, which represents the strong results of the model in differentiating between the DRs and non-DRs 

groups of cases. 

Table 1. Confusion matrix of Diabetic Retinopathy for model validation. 

Actual Label 

  Predicted Label 

DR Negative DR Positive  

DR Negative True Negative (TN) 5210 False Positive (FP) 614 

DR Positive False Negative (FN) 147 True Positive (TP) 5554 

Table 2 contains the overview of the testing dataset utilized in the real-time examination of the suggested Diabetic 

Retinopathy (DR) classification model. Total 398 samples of fundus images are included in the dataset, which are 

gathered in the process of clinical usage with the patients. Among them 232 samples were collected over male patients 

and 166 over female patients. The mean age of the men patients was 49.83 years and that of the women patients was 

49.71 years. Mean age of all the subjects was 49.76 years. 
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Table 2. Summary of data collection at Al-Noor institute. 

Gender No. of Samples Age (Years) 

(Mean ± SD) 

Male 232 49.83 ± 12.67 

Female 166 49.71 ± 11.73 

Total 398 49.76 ± 12.1 

 

The results of classification of the presented Diabetic Retinopathy (DR) model on a real-time testing data taken during 

a period of five weeks are shown in Table 3. The data has a total of 398 fundus image records of patients with diagnosis 

of Type II diabetes. The proportion of 232 male patients categorized as DR-Negative were 196 and the remaining persons 

were 36 as DR-Positive. Out of the 166 female patients, 128 patients were DR-Negative and 38 were DR-Positive 

according to the model. 

Table 3. Results of Diabetic Retinopathy model for data at Al-Noor institute. 

Gender No. of Samples DR Negative DR Positive 

Male 232 196 36 

Female 166 128 38 

Total 398 324 74 

 

Table 4 shows the assessment of the model prediction after analyzing it by the clinical specialists. Of 324 samples that 

were identified by the model as DR-Negative, the samples that were identified as DR-Negative by the experts were 301 

with the remaining 23 samples as DR-Positive. Out of the 74 samples the model showed that it was DR-Positive, the 

clinicians confirmed 68 samples to be true DR-Positive and 6 samples were re-categorized to be DR-Negative. After this 

expert review, the model showed classification accuracy of 93.72%, sensitivity with 97.30%, and specificity with 

92.90%, which means that predictions by the model are significantly close to the expert clinical evaluations. 

Table 4. Confusion Matrix of the Diabetic Retinopathy Classification Model Following Clinical Expert Review. 

Actual Label 

  Predicted Label 

DR Negative DR Positive 

DR Negative True Negative (TN) 301 False Positive (FP) 23 

DR Positive False Negative (FN) 2 True Positive (TP) 72 

 

Figure 4 shows the sample image of representative samples of the confusion matrix in Table 4. In image (a), the model 

classified this image as DR-Negative whilst the clinical expert concurred with this classification. The image (b) which 

was initially classified as DR-Positive in the model subsequently became DR-Negative in the expert review. Image (c) 

was however predicted as a DR-Negative in the model whereas the clinical expert predicted it as a DR-Positive. Finally, 

the model and the clinical expert agreed on image (d) being DR-Positive. 
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Figure 4. Results of classified images reviewed by clinical experts. 

Figure 4 shows the sample image of representative samples of the confusion matrix in Table 4. In image (a), the model 

classified this image as DR-Negative whilst the clinical expert concurred with this classification. The image (b) which 

was initially classified as DR-Positive in the model subsequently became DR-Negative in the expert review. Image (c) 

was however predicted as a DR-Negative in the model whereas the clinical expert predicted it as a DR-Positive. Finally, 

the model and the clinical expert agreed on image (d) being DR-Positive. 

 

Figure 5. The heat map generated from the final convolutional layer is superimposed onto the original image. 

The receiver operating characteristic (ROC) curve is applied in this research to assess the performance of Diabetic 

Retinopathy (DR) classification model. There are two parameters that characterize the profile of the ROC curve namely 

the True Positive Rate (TPR) and the False positive rate (FPR). Figure 6 is the ROC curves of the model results with each 

dataset corresponding to the performance of the model on each of the real-time testing sets that was collected on patients 
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at Al-Noor Institute of Ophthalmology, separated by gender: Figure 6a shows the real-time testing dataset results 

involving male patients, Figure 6b, shows the results of the real-time testing datasets involving female patients, and 

Figure 6c shows the joint dataset result of both male and female patients involved in the real-time testing test. These Area 

Under the Curve (AUC) values are 0.975 and 0.951 in male and female patients respectively as well as 0.969 in the total 

patient population. 

 

Figure 6. ROC curve of the Diabetic Retinopathy model for (a) males, (b) females, and (c) all of the patients. 

5. Conclusions 

This research paper initiated this process by retrieving the Diabetic Retinopathy (DR) data sets using various sources 

and annotating the data sets expertly by clinicians. A modern deep learning system was created, trained, and checked 

with the labeled data. In the validation, the model recorded a 93.40 percentage accuracy, a sensitivity of 97.42 percent 

and a specificity of 89.45 percent. The model was then implemented to conduct real-time evaluation in Al-Noor Institute 

of Ophthalmology. A smart quality assessment system was the one that accepted only high-quality retinal fundus images 

to investigate. These images were categorized using the model as DR-Positive and DR-Negative and the results of this 

classification were independently analyzed by clinical experts as a measure of how the model performed in a real-life 

setting. Its accuracy, sensitivity, and specificity were 93.30%, 97.30%, and 92.90% based on expert assessment. 

Moreover, the Area under the Curve (AUC) values (separately calculated with respect to male/female/combined patients 

groups) supported strong and dependable capability of the classification model. 
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